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Wickham, H., M. Çetinkaya Rundel, and G. Grolemund (2023), R for Data
Science: Import, Tidy, Transform, Visualize, and Model Data, 2 edition.
O’Reilly Media.

Zwick, W. and W. Velicer (1986), “Comparison of five rules for determining
the number of components to retain.” Psychological Bulletin, 99, 432–446.



Author Index

Cattell, R.B., 119
Cederkvist, H.R., 179, 181
Cook, R.D., 165

Dunteman, G.H., v
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