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nter-rater reliability assessment has become an essential 
component in the process of evaluating the quality of experimental 

data in almost all fields of research.  The 4th edition of the 
Handbook of Inter-Rater Reliability covered the analysis of categorical and 

quantitative ratings in a single volume. In response to comments on 
previous editions, the current 5th edition is released in 2 volumes. 
Volume 1 is devoted to the analysis of categorical ratings, whereas the 

current volume 2 focuses on the analysis of quantitative ratings.   

Here is the link to the webpage of volume 2, where you can find, a link to 
the errata page, some example workbooks, and other datasets:  

www.agreestat.com/books/icc5/ 
Here are a few topics that are new to the 5th edition:  

• Chapter 2 describes various methods for setting up your dataset of 
ratings before analysis. 

• Chapter 7 covers Finn’s coefficient, which is recommended when 
the classical intraclass correlation coefficient is inapplicable.  

• Lin’s concordance correlation coefficient is covered in an updated 
chapter 8. 

• A benchmarking method for qualifying the strength of agreement 
measured by the intraclass correlation coefficient is described in 
chapter 9. This chapter also covers the multivariate intraclass 
correlation used in the multivariate analysis of correlated variables.  
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